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Meaning Nature of Specification Errors

CLRM Assumptions

A1: model is linear in parameters
A2: regressors are fixed non-stochastic
A3: the expected value of the error term is zero E (ui |X ) = 0
A4: homoscedastic or constant variance of errors var(ui |X ) = σ2

A5: no autocorrelation, cov(ui , uj) = 0, i 6= j
A6: no multicollinearity; no perfect linear relationships among the X s
A7: no specification bias
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Meaning Nature of Specification Errors

Basic Idea I

CLRM assumes the model is ‘correctly’ specified

there is no such thing as a perfect model

an econometric model tries to capture the main features of an
economic phenomenon

taking into account the underlying economic theory, prior empirical
work, intuition, and research skills

no model can take into account every single factor that affects a
particular object of research
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Meaning Nature of Specification Errors

Basic Idea II

a ‘correctly’ specified model . . .

1 does not exclude any "core" variables
2 does not include superfluous variables
3 has the suitable functional form
4 has no measurement errors
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Meaning Nature of Specification Errors

Basic Idea III

a ‘correctly’ specified model . . .

5 takes into account outliers in the data
6 the probability distribution of the error term is well specified
7 includes non-stochastic regressors
8 no simultaneity bias
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Omission of Relevant Variables Underfitted Models

Example: Wage Determination

a model of hourly wage determination
data table1.1

CPS: current population survey 1995 data on 1289 workers
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table1.1


Omission of Relevant Variables Underfitted Models

Determinants of hourly wage rate
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Omission of Relevant Variables Underfitted Models

Determinants of hourly wage rate
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Omission of Relevant Variables Underfitted Models

Determinants of hourly wage rate
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Omission of Relevant Variables Tests of Omitted Variables

Ramsey’s RESET test I

1 from the ‘incorrectly’ estimated model, obtain the estimated, or fitted,
values of the dependent variable

2 reestimate the original model including the fitted values of the
dependent variable as additional regressors

3 the initial model is the restricted model and the model is step 2 is the
unrestricted model
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Omission of Relevant Variables Tests of Omitted Variables

Ramsey’s RESET test II

4 under the null hypothesis that the restricted (i.e., the original) model
is correct, we can use the F test

5 if the F test in step 4 is statistically significant, we can reject the null
hypothesis.

the restricted model is not appropriate in the present situation

Dr. Hany Abdel-Latif (2016) ES1004ebe Lecture 7 Specification Errors 11 / 37



Omission of Relevant Variables Tests of Omitted Variables

An example: Restricted model
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Omission of Relevant Variables Tests of Omitted Variables

Ramsey’s RESET test in EVeiws
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Omission of Relevant Variables Tests of Omitted Variables

Ramsey’s RESET test in EVeiws
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Omission of Relevant Variables Tests of Omitted Variables

Ramsey’s RESET test in EVeiws
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Omission of Relevant Variables Tests of Omitted Variables

Ramsey’s RESET test in EVeiws
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Omission of Relevant Variables Tests of Omitted Variables

Ramsey’s RESET test: Drawbacks

although simple to apply, it has two drawbacks

1 if the model found incorrectly specified, the test does not suggest any
specific alternative

2 does not offer guidance about the number of powered termed
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Omission of Relevant Variables Tests of Omitted Variables

The Lagrange Multiplier LM test

1 from the original model, obtain the estimated residuals, ei

2 if model is correct, ei should not be related to the regressors omitted
from that model

3 regress ei on the regressors in the original model and the omitted
variables from the original model [this is an auxiliary regression]
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Omission of Relevant Variables Tests of Omitted Variables

The Lagrange Multiplier LM test

4 if large sample, then n ∗ R2 [obtained from the auxiliary regression]
follows the chi-square distribution
with df equal to the number of regressors omitted from the original
regression

5 we reject the original [restricted] regression if
the computed value exceeds the critical value at the chosen level of
significance
its p value is sufficiently low

This is, the original model was misspecified
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Omission of Relevant Variables Tests of Omitted Variables

LM test: An Example
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Omission of Relevant Variables Tests of Omitted Variables

LM test: An Example
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Omission of Relevant Variables Tests of Omitted Variables

LM test: An Example

LM test

nR2 = (1289)(0.0251) ≈ 32.35 ∼ χ2
2,0.05

the critical value for χ2
2,.05 = 5.99147

the computed value is greater than the critical value

reject the original model; i.e., it is misspecified
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Omission of Relevant Variables Tests of Omitted Variables
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Inclusion of Irrelevant Variables Overfitted Models

Basic Idea

sometimes researchers add variables hoping that the R2 value will
increase

a mistaken belief that the higher the R2 the better the model

if variables are not economically meaningful and relevant: overfitting a
model
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Inclusion of Irrelevant Variables Overfitted Models

An Example: Wage Determination
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Inclusion of Irrelevant Variables Overfitted Models

An Example: Wage Determination

now try adding age of the worker to the model
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age


Inclusion of Irrelevant Variables Overfitted Models

An Example: Wage Determination
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Misspecification in Functional Form Example: linear v log-linear

Wage Determination: Linear
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Misspecification in Functional Form Example: linear v log-linear

Wage Determination: Log-Linear
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Misspecification in Functional Form Example: linear v log-linear

Wage Determination Functional Form

1 genr wageaverage = @mean(wage)

2 genr wagenew = wage/wageaverage

3 run both regressions [linear & log-linear] using the new variable and
obtain the RSS [residual sum of squares] for both models
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Misspecification in Functional Form Example: linear v log-linear

Wage Determination Functional Form

Dr. Hany Abdel-Latif (2016) ES1004ebe Lecture 7 Specification Errors 31 / 37



Misspecification in Functional Form Example: linear v log-linear

Wage Determination Functional Form
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Misspecification in Functional Form Example: linear v log-linear

Wage Determination Functional Form

4 compute [larger RSS in the numerator]

λ =
n
2
ln(

RSS1

RSS2
) ∼ χ2

1,α

=
1289
2

ln(
346.4632
277.6474

) ≈ 365.11

the computed value is greater than the critical value [significant]
then the model with the lower RSS value is better
in this example, log-lin model is superior to the linear model
[linear model is misspecified]
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Errors of Measurement Regressand & Regressors

Errors of Measurement in the Regressand

the OLS estimators are still unbiased
the variances and standard errors of OLS estimators are still unbiased
but the estimated variances, and ipso facto the standard errors, are
larger than in the absence of such errors
in short, errors of measurement in the regressand do not pose a very
serious threat to OLS estimation
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Errors of Measurement Regressand & Regressors

Errors of Measurement in the Regressor I

OLS estimators are biased as well as inconsistent

errors in a single regressor can lead to biased and inconsistent
estimates of the coefficients of the other regressors in the model

it is not easy to establish the size and direction of bias in the
estimated coefficients

suggested to use instrumental or proxy variables for variables
suspected of having measurement errors
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Errors of Measurement Regressand & Regressors

Errors of Measurement in the Regressor II

the proxy variables must satisfy two requirements
1 highly correlated with the variables for which they are a proxy and
2 uncorrelated with the usual equation error as well as the measurement

error

more about instrumental variables in chapter 19

be very careful in collecting the data and make sure that some
obvious errors are eliminated
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Questions & Answers
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