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Meaning Nature of Autocorrelation

CLRM Assumptions

A1: model is linear in parameters
A2: regressors are fixed non-stochastic
A3: the expected value of the error term is zero E (ui |X ) = 0
A4: homoscedastic or constant variance of errors var(ui |X ) = σ2

A5: no autocorrelation, cov(ui , uj) = 0, i 6= j
A6: no multicollinearity; no perfect linear relationships among the X s
A7: no specification bias
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Meaning Nature of Autocorrelation

Basic Idea I

CLRM assumes the covariance between ui and uj is zero

E (uiuj) = 0 for i 6= j

the disturbance term relating to any observation is not influenced by
the disturbance term relating to any other observation
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Meaning Nature of Autocorrelation

No Autocorrelation

in time series
the disruption due to a labour strike affecting output in one quarter
will not be carried over to the next quarter

in cross section
the effect of an increase of one family’s income on its consumption
expenditure is not expected to affect the consumption expenditure of
another family
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Meaning Nature of Autocorrelation

Autocorrelation I

E (uiuj) 6= 0 for i 6= j

the disruption caused by a strike this quarter may very well affect
output next quarter

the increases in the consumption expenditure of one family may very
well prompt another family to increase its consumption expenditure
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Meaning Nature of Autocorrelation

Autocorrelation II

this is likely to be the case with time series data

the possible strong correlation between the shock in time t with the
shock in time t + 1
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Meaning Nature of Autocorrelation

Autocorrelation: Example

a discernible pattern among the u’s [cyclical pattern]
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Meaning Nature of Autocorrelation

Autocorrelation: Example

a discernible pattern among the u’s [upward linear trend]
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Meaning Nature of Autocorrelation

Autocorrelation: Example

a discernible pattern among the u’s [downward linear trend]
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Meaning Nature of Autocorrelation

Autocorrelation: Example

a discernible pattern among the u’s [linear and quadratic trend]
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Meaning Nature of Autocorrelation

No Autocorrelation: Example

no discernible pattern among the u’s [no systematic pattern]
- no autocorrelation in this case
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Serially Correlated Errors Sources

Inertia - Partial Adjustment

most time series variables (e.g., gnp, price indexes, production,
employment, and unemployment) exhibit business cycles

there is a momentum built into them, and it continues until
something happens (e.g., increase in interest rate or taxes or both) to
slow them down
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Serially Correlated Errors Sources

Misspecification - Specification Bias

excluded variables: the omission of a relevant variable which is itself
positively or negatively autocorrelated over time, and whose influence
is then absorbed by ui

incorrect functional form
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Serially Correlated Errors Sources

Cobweb Phenomenon and Lags

the supply of agriculture commodities react to price with a lag of one
time period because supply decisions take time to implement

consumption level this year depends on income this year and
consumption level last year
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Serially Correlated Errors Sources

Data Manipulation: Smoothing

raw data is often manipulated by taking average, which introduces
smoothness into the data by dampening the fluctuation in the raw
data
interpolation and extrapolation of the data can be introducing
autocorrelation
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Serially Correlated Errors Sources

Nonstationarity

a time series is stationary if its characteristics (mean, variance and
covariance) are time invariant
that is, they do not change over time
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Serially Correlated Errors Consequences

Autocorrelation and OLS Estimation

if autocorrelation exists, several consequences ensue
OLS estimators still unbiased and consistent
still normally distributed in large samples
no longer efficient, meaning that they are not longer BLUE
in most cases standard errors are underestimated
hypothesis testing procedure becomes suspect, since the estimated
standard errors may not be reliable, even asymptotically (i.e., in large
samples)
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Serially Correlated Errors Detection

Graphical Method

plot the values of the residuals et chronologically
if discernible pattern exists, autocorrelation likely a problem
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Serially Correlated Errors Detection

Example: US Consumption Function

table6_1 time series data 1947-2000
real consumption expenditure, real disposable personal income, real
wealth, real interest rate
the term real means adjusted for inflation
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Serially Correlated Errors Detection

Example: OLS Estimation
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Serially Correlated Errors Detection

Example: OLS Estimation
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Serially Correlated Errors Detection

Example: Graphical Method I
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Serially Correlated Errors Detection

Example: Graphical Method II
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Serially Correlated Errors Detection

Example: Graphical Method II
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Serially Correlated Errors Detection

Example: Graphical Method II
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Serially Correlated Errors Detection

Example: Graphical Method II
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Serially Correlated Errors Detection

Durbin Watson Test: Assumptions I

the regression model includes an intercept term
the regressors are fixed in repeated sampling
the error term is normally distributed
the regressors do not include the lagged value(s) of the dependent
variable Yt
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Serially Correlated Errors Detection

Durbin Watson Test: Assumptions II

the error term follows the first order autoregressive (AR1) scheme

ut = ρut−1 + vt

where ρ (rho) is the coefficient of autocorrelation, a value between -1
and 1
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Serially Correlated Errors Detection

Durbin Watson Test: Decision I

two critical values of the d statistic, dL and dU

d value always lies between 0 and 4
closer to 0 → positive autocorrelation
closer to 4 → negative autocorrelation
about 2 → no evidence of positive or negative (first order)
autocorrelation
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Serially Correlated Errors Detection

Durbin Watson Test: Decision II
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Serially Correlated Errors Detection

Example: OLS Estimation
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Serially Correlated Errors Detection

Durbin Watson Test: Decision II
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Serially Correlated Errors Detection

Breusch-Godfrey LM Test I

this test allows for
lagged values of the dependent variables to be included as regressors
higher order autoregressive schemes, such as AR(2), AR(3), etc
moving average terms of the error term, such as ut−1, ut−2, etc
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Serially Correlated Errors Detection

Breusch-Godfrey LM Test II

the error term in the main equation follows the following AR(p)
autoregressive structure

ut = ρ1ut−1 + ρ2ut−2 + · · ·+ ρput−p + vt

the null hypothesis of no serial correlation is

ρ1 = ρ2 = · · · = ρp = 0
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Serially Correlated Errors Detection

Breusch-Godfrey LM Test: EViews
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Serially Correlated Errors Detection

Breusch-Godfrey LM Test: EViews
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Serially Correlated Errors Detection

Breusch-Godfrey LM Test: EViews
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Serially Correlated Errors Remedial Measures

First Difference Transformation I

if autocorrelation is of AR(1) type, we have

ut − ρut−1 = vt

assume ρ = 1 and run the first-difference model
taking first difference of dependent variable and all regressors
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Serially Correlated Errors Remedial Measures

First Difference Transformation II
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Serially Correlated Errors Remedial Measures

Other Methods

generalised transformation
estimate value of ρ through regression of residual on lagged residual
use that value to run transformed regression

Newey-West method
generates HAC standard errors

i.e., heteroscedasticity and autocorrelation consistent
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Questions & Answers
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